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Abstract  
In a recent paper, Noor and Khan [M. Aslam Noor, & W. A. Khan, (2012) New Iterative Methods for Solving Nonlinear Equation by Using Homotopy Perturbation Method, Applied Mathematics and Computation, 219, 3565-3574], suggested a fourth-order method for solving nonlinear equations. Per iteration in this method requires two evaluations of the function and two of its first derivatives; therefore, the efficiency index is 1.41421 as Newton’s method. In this paper, we modified this method and obtained a family of iterative methods for appropriate and suitable choice of the parameter. It should be noted that per iteration for the new methods requires two evaluations of the function and one evaluation of its first derivatives, so its efficiency index equals to 1.5874. Analysis of convergence shows that the methods are fourth-order. Several numerical examples are given to illustrate the performance of the presented methods.  
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1. Introduction  
In this paper, we consider iterative methods to find a simple root of a nonlinear equation \( f(x) = 0 \), where \( f : D \in \mathbb{R} \rightarrow \mathbb{R} \) for an open interval \( D \) is a scalar function. The classical Newton’s method is given by  

\[
x_{n+1} = x_n - \frac{f(x_n)}{f'(x_n)}, n = 0, 1, 2, \cdots
\]

This is an important and basic method [1], which converges quadratically. Recently, Noor [2] proposed a new fourth-order method defined by  

where \( y_a = x_a - f'(x_a) / f''(x_a) \).

It is clear that to implement (2), one has to evaluate the second derivative of the function. This can create some problems. In order to overcome this drawback, several techniques have been developed \([3] - [6]\). In \([7]\), a second-derivative-free method is obtained through approximating the second derivative \( f''(y_a) \) in (3) by

\[
(3)
\]

In a recent paper, Noor and Khan \([8]\) have used the same approximation of the second derivative (3) in (2) to suggest the following iterative methods

\[
(4)
\]

In this paper, we rederive the method in (4) to obtain a family of fourth-order method free from second derivative. Moreover, per iteration in these new methods requires two evaluations of the function and just one of its first derivatives.

The rest of this paper is organized as follows. The proposed methods are described in Section 2. In Section 3, the convergence analysis is carried out to establish the order of convergence. Finally, in Section 4, the methods are tested on some numerical examples and comparisons of the results of our methods.

2. Description of the Methods

The following approximations of \( f''(y_a) \) are obtained in \([9]\)

\[
(5)
\]

where \( \beta \in R \). We then apply the approximations (5) and (6) to the method (4). Now, Combining (5) and (4), we get the new iterative method

\[
(7)
\]

Using (6) in (4), we get a new family of iterative method

\[
(8)
\]

Essentially, we consider the convergence criteria of the new methods in (7) and (8), and this is the main motivation of our next result.
3. The Analysis of Convergence

**Theorem 1.** Let \( \alpha \in I \) be a simple zero of sufficiently differentiable function \( f : I \rightarrow R \) for an open interval \( I \). If \( x_n \) is sufficiently close to \( \alpha \), where \( e_n = x_n - \alpha \) and \( c_k = f^{(k)}(\alpha)/k! \). Then the methods defined by (7) and (8) are of fourth-order convergence and satisfy the error equations
\[
e_{n+1} = \left(7c_2^3 - c_2c_3\right)e^4 + O\left(e^5\right),
\]
and
\[
e_{n+1} = \left(c_2\left(5c_2^2 + 2\beta c_2^2 - c_3\right)\right)e^4 + O\left(e^5\right), \forall \beta \in R.
\]

**Proof.**
Using Taylor expansion of \( f(x_n) \) about \( \alpha \) and taking into account that \( f'(\alpha) \neq 0 \), we have
\[
f(x_n) = f'(\alpha)\left[e_n + c_2e_n^2 + c_3e_n^3 + \ldots + O\left(e_n^4\right)\right].
\]
Furthermore, we have
\[
f'(x_n) = f'(\alpha)\left[1 + 2c_2e_n + 3c_2e_n^2 + 4c_2e_n^3 + O\left(e_n^4\right)\right].
\]
and
\[
\frac{f(x_n)}{f'(x_n)} = e_n - c_2e_n^2 + 2\left(c_2^2 - c_3\right)e_n^3 + \left(7c_2c_3 - 3c_4\right)e_n^4 + O\left(e_n^5\right).
\]
Substituting (11) in \( y_n = x_n - \frac{f(x_n)}{f'(x_n)} \) yields
\[
y_n - \alpha = c_2e_n^2 - 2\left(c_2^2 - c_3\right)e_n^3 + \left(7c_2c_3 - 3c_4\right)e_n^4 + O\left(e_n^5\right).
\]
Expanding \( f(y_n) \) about \( \alpha \) and using (12), we have
\[
f(y_n) = f'(\alpha)\left[c_2e_n^2 - 2\left(c_2^2 - c_3\right)e_n^3 - \left(7c_2c_3 - 4c_2^3 - 3c_4\right)e_n^4 + O\left(e_n^5\right)\right].
\]
Using Equations (9)-(13) in method (7) we have the following error equation:
\[
e_{n+1} = \left(7c_2^3 - c_2c_3\right)e^4 + O\left(e^5\right),
\]
which means that the method defined by (7) is fourth order. Also, using Equations (9)-(13) in (8) we get the following error equation:
\[
e_{n+1} = \left(c_2\left(5c_2^2 + 2\beta c_2^2 - c_3\right)\right)e^4 + O\left(e^5\right),
\]
which means that the family defined by (8) is of order four \( \forall \beta \in R \).
This completes the proof of the theorem.

If we consider the definition of efficiency index as \( \frac{1}{w^p} \), where \( p \) is the order of the method and \( w \) is the number of function evaluations per iteration required by the method, then the fourth-order method (4) has the efficiency index equal to \( \sqrt[4]{4} \approx 1.41421 \), while for the new fourth order methods (7) and (8) is \( \sqrt[5]{5} \approx 1.5874 \) which is better than method defined by (4).

4. Numerical Results

All computations were done using the Mathematica package using 64 digit floating point arithmetic’s. We accept an approximate solution rather than the exact root, depending on the precision (\( \epsilon \)) of the computer. We use the following stopping criteria for computer programs: \( |x_{n+1} - x_n| < \epsilon \) and so, when the stopping criterion is satisfied, \( x_{n+1} \) is taken as the exact root \( \alpha \) computed. We used the fixed stopping criterion \( \epsilon = 10^{-10} \).

It is well-known that the convergence of iteration formula is guaranteed only when the initial approximation is sufficiently near to root. In general, it may be divergent when initial approximation is far from the root.
We employ the present methods to solve some nonlinear equations, which not only illustrate the methods practically but also serve to check the validity of theoretical results we have derived, the following

\[
\begin{align*}
  f_1(x) &= x^3 + 4x^2 - 10, \alpha = 1.3652300134140968457608068290, \\
  f_2(x) &= \sin^2 x - x^2 + 1, \alpha = 1.404491648215341, \\
  f_3(x) &= x^2 - e^x - 3x + 2, \alpha = 0.2575302854398608, \\
  f_4(x) &= \cos x - x, \alpha = 0.73908513321516064165531208767, \\
  f_5(x) &= (x-1)^2 - 2, \alpha = 2.22599210498948731647672106073, \\
  f_6(x) &= xe^2 - \sin^2 x + 3\cos x + 5, \alpha = -1.207647827130919, \\
  f_7(x) &= (x + 2)e^x - 1, \alpha = -0.44285440100238858314132800000, \\
  f_8(x) &= e^{(x^2 + 7x - 30)} - 1, \alpha = 3.
\end{align*}
\]

Displayed in Table 1 the number of iterations to approximate the zero (N) and the number of function evaluations (TNFE) counted as the sum of the number of evaluations of the function itself plus the number of evaluations of the derivative. We present some numerical test results for various iterative schemes in Table 1.

Compared with the Newton method (NM), the method in (4) (NOR), the new methods in (7) (MNR1), and as an example of (8) we take \( \beta = 0 \) (MNR2), and \( \beta = 1 \) (MNR3). The test results in Table 1 show that for most of the functions we tested. Note that we used NC in Table 1 to mean that the method does not converge to the root. The new methods introduced in the present presentation have at least equal performance compared to the method in (4), and better than Newton method. As far as the results we consider, the new fourth-order methods, require the less NFEs as compared to the Newton’s method and method in (4).

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>TNFE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NM</td>
<td>NOR</td>
</tr>
<tr>
<td>( f_1, x_0 = 1.0 )</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>( f_1, x_0 = -0.3 )</td>
<td>53</td>
<td>38</td>
</tr>
<tr>
<td>( f_1, x_0 = 2.0 )</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>( f_1, x_0 = 3.0 )</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>( f_1, x_0 = 1.0 )</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>( f_1, x_0 = 2.0 )</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>( f_1, x_0 = 1.0 )</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>( f_1, x_0 = 1.7 )</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>( f_1, x_0 = 0.0 )</td>
<td>NC</td>
<td>4</td>
</tr>
<tr>
<td>( f_1, x_0 = -1.0 )</td>
<td>12</td>
<td>5</td>
</tr>
<tr>
<td>( f_1, x_0 = -1.0 )</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>( f_1, x_0 = -2.0 )</td>
<td>8</td>
<td>5</td>
</tr>
<tr>
<td>( f_1, x_0 = 2.0 )</td>
<td>8</td>
<td>5</td>
</tr>
<tr>
<td>( f_1, x_0 = -5.0 )</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>( f_1, x_0 = 3.5 )</td>
<td>12</td>
<td>7</td>
</tr>
<tr>
<td>( f_1, x_0 = 4.0 )</td>
<td>19</td>
<td>11</td>
</tr>
</tbody>
</table>
As a conclusion, we can infer that the present method has better performance in accordance with the theoretical analysis of the order. However, it should be noted that per iteration the methods (MNR1), (MNR2) and (MNR32) do require two evaluations of the function and one of its first derivative, whereas the method (4) does require two evaluations of the function and two of its first derivative, costing more expensive computation. Thus, the present methods can be of practical interest.

5. Conclusions

We have proposed new fourth order methods of iterative methods for solving nonlinear equations. Numerical results show that the number of iterations of the new method is always less than that of the classical Newton’s method and the method in (4).

Analysis of convergence of methods is supplied in Theorem 2. Analysis of efficiency shows that these methods are preferable to Newton’s method and the fourth order method in (4). The number of function evaluations of the new methods is comparable.
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